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The principles of statistical testing:

Formulating Hypothesis
&
Teststatistics
&

p-values



Formulating Hypothesis & Statistical Tests

Steps in conducting a statistical test:

m Quantify the scientific problem from a clinical / biological perspective

m Formulate the model assumptions (distribution of the variable of interest)

m Formulate the problem as a statistical testing problem:
Nullhypothesis versus alternative hypothesis

m Define the ,error” you are willing to tolerate

m Calculate the appropriate test statistic

m Decide for the Nullhypothesis or against it



Formulating Hypothesis & Statistical Tests "y,‘ \\ |

Hypothesis Formulation:

m Nullhypothesis HO: The conservative hypothesis you want to reject
m Alternative Hypothesis H1: The hypothesis you want to proof

m Examples:

Scientific hypothesis:
A new therapy is assumed to better

prevent myocardial infarctions in risk

patients than the old therapy.

Statistical hypothesis:
I_IO: Thew 2 Told

H <7

1: Thew old

with

Thew - the proportion of patients
experiencing a Ml during the study
receiving the new therapy

Ty - the proportion of patients
experiencing a Ml during the study
receiving the old therapy

Scientific hypothesis:
Women and men achieve equally good
scores in the EMS-AT test

Statistical hypothesis:

HO: umen:lflwomen
Hl: umen;éuwomen

with
KLmen - Mean scores for men
Wyomen - Mean scores for women



Formulating Hypothesis & Statistical Tests

Possible decisions in statistical tests:

m Statistical tests are constructed in that way, that the probability of a Type |
error is not bigger than the significance level a (typically set to 0.01 or 0.05)

Type Il error (B)

Decide for
HO Hl
Reality | H, | Correct decision | Wrong decision:
Type | error (o)
H, | Wrong decision: | Correct decision:

Power (1-B)

Example:

m Test the new MI-therapy on patients to a significance level of 5%.

In reality, H,is true and there is no difference between therapies.

If the study is repeated 100 times on 100 different samples, the statistical
test rejects the Nullhypothesis in maximum 5 of the100 tests.




The most common statistical tests:

Testing measures of location
&

Testing frequencies



The most common statistical tests

Quantitative Outcome variable Qualitative Outcome variable

Normal Any other Expected Expected
distribution | distribution frequency in frequency in
each cell of the | each cell of the
crosstable ,high® | crosstable ,low*

Compare | t-test Wilcoxon-test / Chi-Square Fishers exact
2 groups Mann-Whitney U- test
Test
Compare | Analysis of | Kruskal-Wallis- Chi-Square Fishers exact
>2 groups | Variance Test test
(ANOVA)
\ J | }
| |
Testing measures of location: Testing frequencies in a
crosstable:

Does the mean/median differ
between groups Are the rows and columns

independent from each other?



Testing measures of location

The One-sample t-test (the “standard test” for mean comparisons):

Situation: Compare the sample mean (ug,mpe) With @ specified mean (p,)
Assumption: normal distribution of the sample

HypOtheSiS: HO: Msample: Ko VEISUS Hl: Hsample # Ho

Teststatistic:

X — 1,

T =
S

Vn ~t(n — 1)

m Test decision for a two sided test: [T| >t » : Reject H,
m Test decision for a one sided test: [T| >t.,,, :RejectH,

- The higher T, the more likely it is that the Nullhypothesis can be rejected

m But in practice: Statistical programs give out p-values



Testing measures of location

The One-sample t-test in SPSS (We use dataset “Alldata.sav”):

: : : F -
Analyze DirectMarketing Graphs  Utilities Add-ons  Window  Help 'Ll:a Y r—— - P — M
Reports » e [ A
- - ﬂﬂ E £ Tz &4 TestVariable(s):
Descriptive Statistics 2 = - -
S :
Tables » |abel Values | § z:’; & waist
Compare Means | L Means... &5 smaking
General Linear Model g E One-Sample T Test... & alcfcnn
Generalized Linear Models » & neight
- E Independent-Samples T Test.. ﬁ weight
Mixed Models k
- ¥ Paired-Samples T Test... ?WHR
Correlate L3 fatperc
Regression koL o _ _ & Hni h = EI
(8] |F'a.5te Reset Cancei| Help

One-Sample Statistics

Std. Error
N Mean Std. Deviation Mean
One-Sample Test
TestValue =0
95% Confidence Interval of the
Mean Difference
t df Sig. (2-tailed) Difference Lower Upper
waist | 286,669 1452 ,000 90,9449 90,323 91,567




Testing measures of location

B The T-statistic is t-distributed
B The t-distribution approximates = -

the normal distribution:

B If a T-Statistic is very extreme S -
(lower or higher than the critical

value) = Nullhypothesis will be = t+—— 1 1 1

rejected ! ! 2 ° ?
critical value
Acceptance
Rejection Rejection
region region

ol2 ol2

Area = 1-a

1:n—l,l—oc/2




Testing measures of location

Example:
A one sample t-Test comparing the sample mean to O:
Ho: Bsampie= 0. Hy! Msampie” O results in a test statistic [T| =2.6

-2.6 critical critical 2.0
value value

P-value (one-sided test)= 0.005 (= Area under the curve)
P-value = 0.005 + 0.005 = 0.01 (= Area under the curve)



Formulating Hypothesis & Statistical Tests

B The P-value p is a measure of certainty against the nullhypothesis.

Example:

A one sample t-Test comparing the sample mean to 0: Hy! pusampie= 0. Hy! Hggmpre? O
results in a test statistic T=2.6, which corresponds to a p-value of 0.01.

A popular interpretation, but wrong:
, 1 he probability, that the sample mean is 0 is 1%"
The sample mean does not have a probability. It is O or not!

What we want to know: is this result due to chance?

Correct interpretation:

LA different random sample is drawn 100 times from the population of interest. The
population mean is 0 (=Nullhypothesis). Maximum 1 of the 100 experiments results in a
teststatistic, which is = |2.6]"



Formulating Hypothesis & Statistical Tests

—->The smaller the p-value, the more certainty is given that the result is not only
due to chance

- P value 0.01: only in 1 of 100 experiments you get such a result just by chance

- P value 0.001: only in 1 of 1000 experiments you get such a result just by chance
- really seldom

If p<a., reject H, = decision on the test can be based on T or p

- In most cases, a p-value < 0.05 (or <5%) is said to be statistically significant!



Testing measures of location

The two-sample t-test for unpaired samples:

m Situation: Compare the means (u,, 1,) of two unpaired samples

m  Assumption: normal distribution of both samples, o (= o, = 05,) is not known
Here: Equal o assumed, but there are methods (Welch t-test) for unequal o

Hypothesis:

. Xy — X
m Teststatistic: T = — ~t(ny +ny, — 2)
N
\/S (nl T ?’12)

(n, — DS7 + (n, — 1)S3
?’11 + ?’12 - 2

with the pooled variance §2 =

m Test decision for a two sided test: [T| > t,;,,.01.4» - Reject H

m Test decision for a one sided test: |T| > t,,,,01, :RejectH,



Testing measures of location

Example: A biotech company claims that their new biomarker XY can distinguish
diseased from non-diseased; A pilot study on 10 diseased and 10 healthy persons
gives the following results:

Labparameter XY Labparameter XY
in Diseased Patient | in Healthy

8.70 3.36
11.28 18.35
13.24 5.19
8.37 8.35
12.16 13.1
11.04 15.65
10.47 4.29
11.16 11.36
4.28 9.09
19.54 (missing)




Testing measures of location

Example: A biotech company claims that their new biomarker XY can distinguish
diseased from non-diseased; A pilot study on 10 diseased and 10 healthy
persons gives the following results: (n, — 1)512 + (n, — 1)522

8.70 3.36
s? = (9*15.227 + 8*27.038)/17 = 20.78512
11.28 18.35 .
X, — X
13.24 5.19 T = - - ~t(n, +n, —2)
2 _— _
0.7 0.35 5 G+a)
12.16 13.1
11.04 15.65 T = (11.024 — 9.86) = 0.556
— 4:29 \f(20.78512*(1/10+1/9)) ~(17)
11.16 11.36
4.28 9.09 Critical value of a t(17)-distribution to
. a = 5% (two-sided test) = 2.11
19.54 (missing)
7 T 526 0.556 < 2.11 - XY does not ghffer
between diseased and non-diseased
S? 15.227 27.038

P-value = 0.29



Testing measures of location

m How to do unpaired T-Test in SPSS (We use dataset “Alldata.sav”):

Analyze  Graphs  Utities  Add-ons  Window  Help ifs Independent-Samples T Test ['>_<|

Reports | H E | ﬁ -lﬂ

% Test Wariakle(s): -
Descriptive Statistics F E |§ - |L & waist
Tables » Lahel Yalues il & age
Compare Means 2 E Means &3 age_group
General Linear Madel r &) smoking
- E Cne-Sample T Test... y alcoon
Generalized Linear Models b éﬁ i
Wiixceel Modlel b E Independert-Samples T Test... height

E ﬁ . ﬁ weight Grauping Yariakble:
Correlate b Faired-Samples T Test. . & VWHR ey |sex(1 2
Regression b [ one-way Anova. & tatperc
o & HoL - Defing Groups...

Independent Samples Test

Levene's Test for Equality of
Variances t-test for Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
waist  Equal variances 232 23787 1451 12,8064 4 13,862 11,7
assumed 3,266 ,000 -23,78 5 ,000 -12,806 ,538 -13,8625 -11,7503
Equal variances not
assumed -23,811 | 1420,653 ,000 -12,8064 ,5378 -13,8615 -11,7514

P-value



Testing measures of location

The two-sample t-test for paired samples:

B Situation: Compare the means of two paired samples, e.g. compare the means
of variables in the same patients before a treatment and after the treatment

B Assumption: normal distribution of both samples, ¢ (= 6, =0,) is not known
N HypOtheSiS: HO: Hoefore™ Mafter VEISUS Hl: ubefore;é“after

Calculate d = Xp.ore-Xatter fOr €aCh patient

- new Hypothesis: H,: The mean of the difference is 0: py=10

versus H;: The mean of the difference is # 0: uy# 0

T-tests can also be used approximatively for any distribution, that is not too
skewed.



Testing measures of location

Example: A doctor claims, that he has invented the perfect weight loss method; A
pilot study on 10 obese individuals gives the following results:

ID kg at kg after 6 | Difference
baseline | months

1 108 90 18
2 97 97 0
3 88 91 -3
4 120 111 9
5 98 94 4
6 95 91 4
7 87 82 5
8 85 77 8
9
10

X




Testing measures of location

Example: A doctor claims, that he has invented the perfect weight loss method; A
pilot study on 10 obese individuals gives the following results:

ID

© 00 N o o A~ W N Pk

10

X|

108
97

88
120
98

95

87

85

99
134
101.1
242.767

90
97
91
111
94
91
82
77
103
127
96.3
209.122

4.8

41.07
2>s=641

Paired t-test =

X_
S“”\/ﬁ~r(n—1)

T =10%(4.8 — 0)/6.41 = 2.368
ty.975(9) = 2.262 (two-sided)
—->H, can be rejected (p = 0.042)

T =

Since you want to prove, that
kg(before)>kg(after):

—>one-sided test more appropriate (more power)
2 t,45(9) = 1.833, p=0.021

If you would have done a ,normal”
unpaired t-test:
p = 0.484 ->H, can not be rejected !



Testing measures of location

Analyze  Graphs  Uilties  Add-one Windowe  Help # Paired-S les T Test
= Faired-Samples es5

Reports 2 H ﬁ A !
Descriptive Statistics Lﬁ = Paired Yariahles:

r
Tables , & PatD Pair | Eriablm | Eriablez |
= & 1 [P1 after] [P1 ket
Gender
Compare Means 2 E Means... ﬁ age 2
General Linear Model 3 ;
- E Cne-Sample T Test... % Dizeasze N
Generalized Linear Models P
_ - Independent-Samples T Test. &b P1 before
Mixed Models 2 - % P1 after
Correlate v | T psired-Samples T Test... & F1_2kefore ¥
Regression b [ onedwiay anova,. &) P1_2.after
P1_3 before
& P1. -
&5 P1_3 aiter
Ok | Paste Reset || Cancel | Helg

In this example:
P1.before: First measurement of one parameter

P1.after: Second measurement of the same parameter in the same patient



Testing measures of location

B Result of a paired T-Test in SPSS

T-Test

[DataSetl] P:\Public\GENEPI\VQ Claudia Barbara\Basic Statistik VO Biostatistik\Ws 2013 2014\Tag 2\testd.sav

Paired Samples Statistics
Std. Error
Mean M Std. Deviation Mean
Pair1  P1_2.hefore 32,0000 3 1,00000 ATT 35
P1_2.after 66667 3 162763 .Ba142
Paired Samples Correlations
I Correlation Sig.
Pair1  P1_2.before & P1_2 after 3 G55 546
Paired Samples Test
Faired Differences
» 95% Confidence Interval ofthe
Std. Error Difference
Mean Std. Deviation Mean Lower Upper 1 df ISig. (2-tailed)
FPair1  P1_2hefore- P1_2.after § -3 66667 1,15470 JGEEET -6 53510 -, 78823 -5,600 2 | 03z
Difference between two P-value

means (before — after)



Testing measures of location

Analysis of Variance (ANOVA)

B Situation: Compare the means of k samples (k>2)

B Assumption: normal distribution of the population, 6 =o,=0, =...= 0}
B Hypothesis: Hy: py=p, =... =y versus Hy: w7 ; (i # j): At least two of
the means differ

Group 1 Group 2 Group 3

o e

] |11 all observations x;

Variability
within the group
v = means within the groups
Difference /Variability\I/

between the groups — _ .
X =isthe overall mean of the variable



Testing measures of location

2

S
m Test statistic: | F = ——=" ~F(k — 1,n — k)

within
m Test decision for atwo sided test: F > F,, ., ., : Reject H

m If H,is rejected, you can tell, that there are at least two groups, which differ
from each other significantly. You can't tell, which groups differ!

- perform pairwise t-tests after overall F-Test

Example:

There are 3 different medications (Medl, Med2, Med3), which are intended
to increase the HDL-cholesterol levels in patients

1. perform ANOVA as an overall test, if there is a difference between the
groups

2. If the F-Test was significant, you know, that there is a difference
3. Test Med1 against Med2, Med1 against Med3, Med2 against Med3

- If there are more than 3 groups this can not be done that way (e.g. ANOVA,
Tukey test)




Testing measures of location

Analyze  Graphs  Uilties  Add-ons Window  Help

. One-Way ANDVA

[ e
m W B B "
| Descriptive Statistics = DIgpEms 2 LE P————

ﬁ D - ﬁ wyaist

Label “alues l & sex
Compate Means

P.
r
r E hleans. .. ﬁ age Ctions...
General Linear Model k % smoking
*
r
r
P;

Takles

E one-Sample T Test...

ﬁ alocon
E Independent-Samples T Test... & height /

E Paired-Samples T Test... & wveight

Generalized Linear Mocels

Mixed Models

Correlate
& VWHR

& tatrere r ) AHE_group |

Regression E Dneiay ARCHA

[ Fixed and random effects

m Homogeneity of variance test
|:| Browen-Forsythe
[ wyelch

[ Means plot

—Mizzing Values

@) Exclude cases analysis by analysis

Exclude cazes listwize

| Continue I | Cancel Help




Testing measures of location

Descriptives

B Results of an ANOVA in SPSS: mean waist per age group:

waist
95% Confidence Interval for
Mean
N Mean Std. Deviation | Std. Error | Lower Bound Upper Bound Minimum | Maximum
30-40 144 83,660 11,7830 ,9819 81,719 85,601 64,5 120,0
41-50 372 89,171 12,4786 ,6470 87,898 90,443 61,0 132,0
51-60 594 91,717 11,4026 4679 90,798 92,636 65,0 132,0
61-70 343 94,590 11,3279 ,6116 93,387 95,793 64,0 131,0
Total 1453 90,945 12,0929 3172 90,323 91,567 61,0 132,0
Test of Homogeneity of Variances
waist
Levene _ Homogeneity of variances is fulfilled
Statistic df1 df2 Sig.
1,716 3 1449 oz | 2 p>0.05
ANOVA
waist
Sum of
Squares df Mean Square F Sig.
Between Groups 13726,175 3 4575,392 | 33,380 ,000 P-value
Within Groups 198611,920 1449 137,068
Total 212338,095 1452




Testing measures of location

B Results of an ANOVA in SPSS: mean waist per age group:

Descriptives

waist
95% Confidence Interval for
Mean
N Mean Std. Deviation | Std. Error | Lower Bound Upper Bound Minimum | Maximum
30-40 144 83,660 11,7830 9819 81,719 85,601 64,5 120,0
41-50 372 89,171 12,4786 ,6470 87,898 90,443 61,0 132,0
51-60 594 91,717 11,4026 4679 90,798 92,636 65,0 132,0
61-70 343 94,590 11,3279 6116 93,387 95,793 64,0 131,0
Total 1453 90,945 12,0929 3172 90,323 91,567 61,0 132,0
ANOVA

waist

Sum of

Squares df Mean Square F Sig.
Between Groups 13726,175 3 4575,392 33,380 ,000 P_Val ue
Within Groups 198611,920 1449 137,068
Total 212338,095 1452

We only know, that there is a difference between the groups, but not between
which groups! - post-hoc tests (e.g.: Tukey: all pairwise comparisons; e.g.:
Dunnett: assumes one reference group, e.g. the gold standard)



Testing measures of location

All tests so far assumed a normally distributed variable > parametric tests:

-Should be preferred over nonparametric test, if appropriate, since they have

the higher power

If the assumption does not hold 2 nonparametric tests:

- Application often for data that are rather ranks instead of numeric

- Robust against outliers and skewed distributions

T-Test * Wilcoxon-Test
* Wilcoxon rank-sum test
* Mann-Whitney U-Test

ANOVA Kruskal-Wallis-Test



Testing measures of location

Two sample test on equality of distributions: Wilcoxon Test

B Situation: Compare location measures of two unpaired samples X and Y, if the
assumption of a t-test does not hold

B Assumption: the form of the continuous distributions of the variables X and Y is
the same - test on equality of distributions = test on equality of the medians

B Hypothesis: Hy: Xeq= Yimed VEISUS Hi: Xied  Ymed
M Testis based on the ranks

B \What are ranks?



Testing measures of location

Example: Wilcoxon Test

Original values: X={1,2,4,6,9,9,11}; X;,.q =6; Y={1,3,4,5,6,7,8}; Y;neq =D
B Sort both variables into one: 1/1,2,3,4/4,5,6/6,7,8,9/9,11

B Ranking: 1.5,1.5,3,4,5.5,5.5,7,8.5,8.5,10,11,12.5,12.5,14

B Sum the ranks: Ry=57.5; R,=47.5

B Teststatistic is calculated and p values are given out



Testing measures of location

m Calculate the Wilcoxon Test in SPSS
m First: Why do this test here? How can you check this?

— Histogram and Kolmogorov-Smirnov Test to check if the variable is
normally\distributed

Frequency
i
1
]
e

20
\

T
20 30 40 50 G0 70

age



Testing measures of location

— Kolmogorov-Smirnov Test to check if the variable is normally distributed

Analyze  Direct Marketing Graphs  Utilities  Add-ons  Window “ ”\ .
e } E . (We use dataset “Alldata.sav”):
Descriptive Statistics b 'l — é %

st — — w1y i . s 4
TElI_}|ES g One-5ample Nonparametric Tests - - ae - -
Compare Means >

Objecti s | Setti

General Linear Model r e dﬁlﬁ'ﬂ

Lse predefined roles
Generalized Linear Models ¢ ® Use custom field assignments
Mixed Models 3 Fields: Test Fields:
Correlate 3 i‘;ﬂ: None x & age

ID =
Regression r & sex
Loglinear E ?zlr:;:r:ng
MNeural Metworks 3 § height

ight

Classify » &x:ga
Dimension Reduction 3 ;g;?;:‘m
Scale » & HDL

TG
MNonparametric Tests L3 A One Sample... ;g LDL
Forecasting 3 A Inde & 1C >

- Independent Samples...
LT . 4 Related Samples @@ g s
Multiple Response r B
SRR Legacy Dialogs » (0 run) (Cpaste | _ese ) [ cancer ) (@ ien
7] e mime Vmliim fmalomin




Testing measures of location

What is the | |
Null Hypothesis of this P-value § il
test? l l
Hypothesis Test Summary
Null Hypothesis Test Sig. Decision 7
The distribution of age is normal  Cne-Sample Reject the
1 with mean 53 248 and standard  Kolmogorov- 000 null s T g T g n»
deviation 9,19. Smirnov Test hypothesis. age
Asymptotic significances are displayed. \The significance level is 05, \
Conclusion
-=> normality
How is th assumption is not
ows the fulfilled
test called ?
- Perform

nonparametric tests



Testing measures of location

Analyze  Graphs  Uilties  Add-ons Window  Help

Reports » H ﬁ [ == é}ﬁ === 'i@

u Descriptive Statistics b % = © & md | Test Varihle List
Tables k ‘ ﬁ o - & age - =
Compare Means » \ % ALE_graLp il
General Linear Model 4 i % smoking
Generslized Linear Models  F i ﬁ alccon
Mixed Models k i & heighit
Correfate 3 i ﬁ wyeight Grouping Variable\

Regression 3 i ﬁ WHR: zexll 2
Loglinear k | & wyaist i
Classity N | A tmteare - Defineg Groups...
Dimension Reduction » ‘ Test Type
e _ ' [+ hann-whitney U [&] Kolmogoroy-Smirnoy £
S:Ep:;:ri:ztnc Tests : A one Sample... [ Moges extreme reactions [ ] Wald-Walfowitz runs
T M\ Independent Samples...
f_;;;:;::;egponse : i Relsted Samples... [ (8] ] LEastE ] &eset ] [Cancel ] [ Help ]
Miz=ing Value Analysis... Legacy Dislogs ' i T-SuE .
ape npution > i DR grors.. Grouping variable)with:
Guiality Contral F ] Runs...
ROC Curve... I 1-sample kS...

] 2 oo Sans.. 2 categories: Wilcoxon / Mann-
WﬁlndependentSamples... Whltney U_Test: Does age dlﬁer

E] 2 Related Samples...

B K ettt Samies.. between men and women ?




Testing measures of location

Analyze  Graphs  Ulities  Add-ons  Window  Help

Reports » ¥ ﬁ ., P e
y H E @ Epm é‘é iﬁ E I@ Test Wariable List:
Descriptive Statistics r - [l o — F 10
smoking
Tagles ' & alccon
Compare Mesans 2 & height
General Linear Model 2 & weight
Generalized Linear Modelz P & WHR
IR ' & walst Grouping Yarisble:
Correlate 2 & fatperc =
- |age_qrcnup[1 4)
Regression 2 f HDL
Loginear 3 & oL - Define Range...
Clazsify 4 Test Type
Limsnsion Reduction " [+ Kruskalwalis H [[] Median
Scale 2
B : [ Jonckhesre-Terpstra
Manparametric Tests 2 ,ﬂ One Sample...
Faorecastin 2
ana M\ Independent Samples... [ Ok ” Faste ” Reset ”Cancel” Help ]
Survival 2
Muttiple Response 2  elele Sip=s..
Mizsing Yalue Analysis... Legacy Dislogs . chi-square...
Multiple: Imputation b None T2 Bincmi...
Quiality Contral 2 ] Runs...
I 1-Same . Grouping variablewith:

i 2 Independent Samples...

ﬁ K Independent Samples

- > 2 categories: Kruskal-Wallis
test: Does TG differ between
age groups?




Testing frequencies

Two sample test on frequencies: y2-test of independence:

B Situation: Compare the frequencies between two groups

Or: Test, if two categorical variables X (i=1,...k) and | All situations you
_ L can group into
Y
m Row sum

hyy ST TR 1Y

X 21 S T 1S

K h,, oo he | Oy

Column sum h;, h, n

B A possible scenario: Compare the number of smokers, ex-smokers and never-
smokers (e.g. Y) between men and women (e.g. X)



Testing frequencies

Two sample test on frequencies: y?-test of independence:

B Hypothesis: H,: X and Y are independent from each other
H,: X and Y are dependent from each other (are associated)

B Assumption: expected frequencies 21 for all & expected frequencies =5 for at least
80% of the cells

- none of the cells should have a very rare expectancy

- if assumption is not fulfilled - use Fishers exact test (also given out by SPSS)

B |deato construct the teststatistic: Compare the observed numbers in each cell

with the expected numbers, if Hyand therefore independence of the two factor
variables is assumed




Testing frequencies

Table of observed numbers

Y
1 ...m 2 h, ...h, ,h;...h arethe
1 (hy) ... hy,|hy margin probabilities
. hy) ... hy, [ Dy
K Ny, S WS B o
z h, h., n
Smoking Current Ex- Never Row Total
status (Y)  Smoker Smoker Smoker
Gender (X)
Men 310 268 722
Women @ 143 475 735

Column Total 261 453 743 1457




Testing frequencies

X= Gender
Y= Smoking

Table of expected numbers:

Y
1 m )
1 |h,h/n ... hoh/n @
o 2 |hhin . hhomo b,
k |hhsn ... hhoin |h

) @ h,., @

Smoking Current Ex-

Never  RowTotal  EXpected number in each cell:

status Smoker Smoker Smoker
Men 722
Women e Expected number in the upper left cell:
€61/1457)= 129.336
Column Total 261 453 743 1457 @ @




Testing frequencies

Observed: Expected:
Y Y
1 ...
1 |hy) - 1
2 h 21 " 2

™M
. J | =
SR
\.

=2

3

>

™M

J

2
0..—FE..
Teststatistic: XZ = Z ( - E U) “”XZ(UC —1)(m—1))
L, L

Test decision: XZ > Xlz_q((k —1)(m—1)) :Reject H,



Testing frequencies

Example:
Observed: Expected:
Smoking Current Ex- Never Row Total Smoking Current Ex- Never Row Total
status Smoker Smoker Smoker status Smoker Smoker Smoker
Gender Gender
Men 144 310 268 722 Men 129.336 224.479 368.185 722
Women 117 143 475 735 Women 131.664 228521 374.815 735
Column Total 261 453 743 1457 Column Total 261 453 743 1457
0..—E.)
2 _ ( ij  *~ij ) 2
Xt = E =~ X'tk =1D(m = 1))
— Lj
L, J

= (144-129.336)2/129.336 + (310- 224.479)2/224.479 + (268- 368.185)2/368.185 +
+ (117- 131.664)%/131.664 + (143- 228.521)2/228.521 + (475- 374.815)2/374.815 = 121.9218

v2((2-1)%(3-1)) = ¥*(2) = 5.99 > 121.9218 >> 5.99 > test is significant (p = 3.3e-27)

—> the Null-Hypothesis, that gender and smoking status are independent can be rejected -

gender and smoking are associated



Testing frequencies

m How to calculate the Chi-squared-test of independence in SPSS ("We
use dataset “Alldata.sav”):

i, Crosstabs

Analyze  Graphs  Uilties  Add-ons Window Help
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Test common oddds ratio equals: 4 Ma adjustments
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Testing frequencies

m Result of Chi-squared-test of independence in SPSS:

sex * smoking Crosstabulation

smoking
Current
smoker Exsmoker | Never smoker Total
sex female Count 117 143 475 735
% within sex 15,9% 19,5% 64,6% 100,0%
% within smoking 44.8% 31,6% 63,9% 50,4%
male Count 144 310 268 722
% within sex 19,9% 42.9% 37,1% 100,0%
% within smoking 55,2% 68,4% 36,1% 49,6%
Total Count 261 453 743 1457
% within sex 17,9% 31,1% 51,0% 100,0%
% within smoking 100,0% 100,0% 100,0% 100,0%
Chi-Square Tests
Asymp. Sig.
. Value df (2-sided) P'Value
Pearson Chi-Square 121,922° 2 ,000
Likelihood Ratio 124,164 2 ,000
i -by-Linear
,I&;nse:cri:t?/on > 62,436 L 000
N of Valid Cases 1457

a.Oge_IIs (0,0%) have expect_ed countless than 5. The Assumption fOI‘ Chi-SquaI’e teSt iS
minmum expected count’s TERAE fulfilled. If not: Fishers exact test !




Testing frequencies

] Crosstabs: Statistics 22
Fishers exact = - -
i]ﬁ Exact Tests
test . [ Chi-square [] Caorrelations —
~Mominal ~Crdinal 5symptntic B
Maonte Carlo
[ Contingency coefficient ["] Gamma _C i evel
onfidence level: 22| U5
[] Phi and Cramer's V [ Somers’d -

[[] Lambda
[ Uncertainty coefficient

[] Kendall's tau-b
[] Kendall's tau-c

Number of samples: 10000

@ Exact

minutes

[ Time limit per test:

~Maminal by Interval [] Kappa
- Exact method will be used instead of Monte Carlo
] Eta [C] Risk when computational limits allow.
[] McMemar

For nonasymptotic methods, cell counts are always
rounded or truncated in computing the test statistics.

|Donl1'nue| Gancel| Help

= Cochran’s and Mantel-Haenszel statistics

Chi-Square Tests

Asymp. Sig. Exact Sig. (2- Exact Sig. (1- FPaint
Valle df (2-sided) sided) sided) Probability
Pearson Chi-Square 121 9229 aon 0on
Likelihood Ratjo 124 164 0oo 0oo
Fisher's Exact Test 123,830 000
hg”;;cri':tmmear §2,436" 000 000 000 000
M ofValid Cases 14587

a. 0 cells (0,0%) have expected count less than 5. The minimum expected count is 129,34,
b. The standardized statistic is-7,902.



m Following variables are used: smoke yn (1=current smoker,
O=ex-and non-smoker; Obesity: = 30 BMI = 1, <30 BMI =0)
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[ ok || Paste || Reset |[ cancel|[ Heip | )
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[ Uncertainty coefiicient | [] Kendall's tau-c

~Mominal by Interval [ Kappa
[ Eta [ Risk <€
[ McMemar

0 Cochran’s and Mantel-Haenszel statistics

| continue || cancel || Help |
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Calculate Odds Ratio out of a 2x2 contingency tab

smoke_yn * Obesity Crosstabulation Risk Estimate
Obesity 95% Confidence Interval
<30 BMI | >=30 BMI Total Value Lower Upper
smoke_yn ex-and non-smoker Count 915 279 1194 Odds Ratio for smoke_yn
% within smoke_yn 76.6% 23.4% 100,0% (ex- and non-smoker / 739 526 1,039
% within Obesity 811 85 3 82 1 currentsmoker) A\
withi
> 2 s 2 For cohort Obesity|= <30
current smoker Count 213 48 261 BMI ,939 879 1,003
% within smoke_yn 81,6% 18,4% | 100,0% For cohort Obesity|= >=30
o) iar . 1,271 ,965 1,673
% within Obesity 18,9% 14,7% 17,9% BMI
Total Count 1128 327 1455 N of Valid Cases 1455
% within smoke_yn 77.,5% 22,5% 100,0%
% within Obesity 100,0% 100,0% 100,0%

Odds ratio: The odds ratio is a ratio of event odds. The odds of an

event is the ratio of the probabillity that the event occurs, to the

probability that the event does not occur.




Calculate Odds Ratio out of a 2x2 contingency tabte:

smoke_yn * Obesity Crosstabulation Risk Estimate
Obesity 95% Confidence Interval
<30 BMI | >=30 BMI Total Value Lower Upper
smoke_yn ex-and non-smoker Count 915 279 1194 Odds Ratio for smoke_yn
% within smoke_yn 76.6% 23.4% 100,0% (ex- and non-smoker / 739 526 1,039
% within Obesity 811 85 3 82 1 current smoker)
wi
> 2 s 2 For cohort Obesity = <30 N
current smoker Count 213 48 261 BMI ,939 879 1,003
% within smoke_yn 81,6% 18,4% | 100,0% For cohort Obesity = >=30
o) iar . 1,271 ,965 1,673
% within Obesity 18,9% 14,7% 17,9% BMI
Total Count 1128 327 1455 N of Valid Cases 1455
% within smoke_yn 77.,5% 22,5% 100,0%
% within Obesity 100,0% 100,0% 100,0%

Odds ratio is calculated by:
Odds that ex-/non smokers have BMI < 30 Is: 76.6%/23.4%=3.27

Odds that smokers have BMI < 30 is: 81.6%/18.4%=4.43

Odds ratio = 3.27/4.43 ~ 0.739

- ex-/non smokers have a lower probability for BMI < 30 compared to

smokers, but not significant

- why? = “1” Is contained in the confidence interval:
0.739 (0.526-1.039)
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Calculate Odds Ratio out of a 2x2 contingency table'®s b

m The values of the odds ratio can be interpreted as follows:

OR =1  The exposition is not associated with the disease

OR>1 Positive association of exposition with the disease, higher

probability for the disease

OR <1 Negative association of exposition with the disease, lower

probability for the disease



The multiple testing problem



. . s S\
The multiple testing problem BN e

The situation:

B Consider a dataset with 100 independent parameters, which do not play a
role in the etiology of the disease of interest (what you don‘t know, of course)

—> 100 statistical tests are performed with a significance level of a=0.05

- The tests are constructed in that way, that maximum 5 of 100 tests reject the
Nullhypothesis, although it is true (which is the case in this example)

— You expect 5 tests to be significant
just by chance . .



The multiple testing problem

B The probability to get at least one Type | error increases with increasing
number of tests.

B Family-wise error rate (the error rate for the complete family of tests
performed): o*=1-(1-a)k, with o being the comparison-wise error rate

—_

k o* (=0.05)

5 0.226 | to get (_)ne or r_nore
false discoveries

O 06 | (Type 1 erron)

100 0.994

-

—> The significance level has to be modified for multiple testing situations



The multiple testing problem

The Bonferroni correction method:
B Control the comparison-wise error rate: Reject Hy, if p < a

B Control the family-wise error rate (including k tests): Reject H,, if p < a/k

- Advantage: simple

B Problem: Bonferroni-correction increases the probability of a type Il error

—> the power of detecting a true association is reduced - Disadvantage:
too conservative

k o/K (a=0.05)

5 0.01 > 0.05/5=0.01

100 0.0005




The multiple testing problem: ANOVA -Tukey

m How to do such an ANOVA in SPSS (We use dataset
“‘Alldata.sav’).

Analyze  Graphs  Utlties  Add-ons Window  Help

i, One-Way ANOVA
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The multiple testing problem: ANOVA -Tukey

These p-values
are corrected for
multiple testing

Post Hoc Tests

Multiple Comparisons

Dependent Variahle: WHRE
Tukey HSD
~ Mean 95% Confidence Interval
Difference (I-
(Il smoking (J) smoking Jj std. Error Sig. Lower Bound | Upper Bound
current smoker  Ex smaolker -,012888 006540 120 - 02823 00245
Mever smoker ,032481: 006057 000 01827 04669
Ex smoker Current smoker 012888 006540 120 -,00245 02823
Mever smoker ,0453?‘0: 0050186 000 03360 05714
Mever smoker Current smoker -,032481’: 006057 0oo - 04669 - 01827
Ex smoker -, 045370 005016 o0nn -, 05714 -,03360

* The mean difference is significant atthe 0.05 level.




The multiple testing problem

How to report p-values / results of significance tests in papers:

B If you are only interested in test decisions (significant or not) to a pre-specified o.-
level - report only the decision

B If you are interested in the ,certainty” of your test decision - report all p-values
(can be interpreted as strength of evidence against the Nullhypothesis)
B In the case of multiple testing: report all raw p-values + a reasonable correction

How it should be (1):

Statistical test P-vafue Statistical test P-value

*still significant even after Bonferroni
correction for multiple testing



The multiple testing problem

How to report p-values / results of significance tests in papers:

B If you are only interested in test decisions (significant or not) to a pre-specified o.-
level - report only the decision

B If you are interested in the ,certainty” of your test decision - report all p-values
(can be interpreted as strength of evidence against the Nullhypothesis)
B In the case of multiple testing: report all raw p-values + a reasonable correction

How it should be (1): How it should be (2):

Statistical test P-value Statistical test P-value P-value
corrected

*still significant even after Bonferroni
correction for multiple testing



Sample size estimation



Sample size estimation

Question: How many individuals do you have to include in your study to get a

reliable result ?

— We want to maximize the probability

for rejecting Hy, if H, is true

— while keeping the Type | error o fixed

Decide for
HO Hl
Reality | H, | Correct Wrong:
Type | error (o)
H, | Wrong: Correct: Power

Type Il error (B)

1. Power (typically set to 80% or 90%)
What do you have to know 5 Type | error a (typically set to o = 0.05)

to calculate the sample size | 3. The difference you want to find (for t-tests:
the mean difference between groups)

needed?

4. standard deviation / measure of variance




Sample size estimation

Example

B Hypothesis: Hy: pa= pgversus Hy: u, # pg =2 two-sided t-test

B You consider a difference of 10 as relevant

B From former studies, you know, that the standard deviation is ~ 15 mmHG
B So far, you have recruited 20 patients (10 in each treatment arm)

- What is your power?

http://campus.uni-muenster.de/fileadmin/einrichtung/imib/lehre/skripte/biomathe/bio/fallz.html



Sample size estimation

Fallzahlschitzung fiir unverbundene Stichproben und stetige Zielgrifien

| Ende || Neustart | Hilfe! |

» (O Fallzahlberechnung fitr vorgegebene Power
+ () Powerberechnung fiir vorgegebene Fallzahl
« (O Entdeckbare Differenz fitr vorgegebene Fallzahl und Power

Eingabe von p,: I:I Eingabe von p,: I:I
Eingabe von o: Differenz Delta:

« O Einseitiger Test
o (& Zweiseitiger Test

Eingabe von o« (Standard ist 0.05):
Eingaber der Power (Standard ist 0.80):

Die Fallzahl fiir jede Gruppe ist:

Berechne



Sample size estimation

How many patients do you need to reach a power of 80%?

Fallzahlschitzung fiir unverbundene Stichproben und stetige Zielgrifien

| Ende || Meustart || Hilfe! |

¢ @ Fallzahlberechnung fiir vorgegebene Power
¢ O Powerberechnung fiir vorgegebene Fallzahl
e O Entdeckbare Differencz fir wvorgegebene Fallzahl und Power

Fmgabe von up: I:I Fingabe von nz: I:I
Fingahe von o: Infferenz Delta:

e O Einseitiger Test
o @ Fweiseitiger Test

Fmgabe von o (Standard 1st 0.05):
Fmgaber der Power (Standard ist 0.80):
Die Fallzall fir jede Gruppe ist:

Berechne



Sample size estimation

How to increase the power:

1.
2.

Increase the sample size n
Increase the difference you want to show

Fallzahlschitzung fiir unverbundene Stichproben und stetige Zielgrifien

[ Ende || Neustart |[Hilfe! |

s O Fallzahlberechnung fiir vorgegebene Power
» (@ Powerberechmng fiir vorgegebene Fallzahl
» (O Entdeckbare Differenz fiir vorgegebene Fallzahl und Power

Eingabe von p;: |:| Eingabe von p,: I:I
Eingabe von o: Differenz Delta:

+ (O Einseitiger Test
» (& Fweisettiger Test

FEingabe von o (Standard ist 0.05):

Eingaber der Power (Standard ist 0.80):
Die Fallzahl fiir jede Gruppe ist:

Berechne



Sample size estimation

Comparing proportions:

Example: Test differences in the proportions of Myocardial Infarctions between
treatment A and B; Hypothesis: H,: m, = g versus Hy: n, # my 2> y?-test

Fallzahlschitzung fiir den Vergleich von Hiufigkeiten zweier unverbundener Stichproben

| Ende || Meustart || Hitte! |

e O TFallzahlberechrung fiir vorgegebene Power
o O Powerberechnung fiir vorgegebene Fallzahl

o O Berechrung von p2 fiir vorgegebene Fallzahl und Power

Eingabe von py:
Fingabe von p2:

o O eingeitiger Test
o & mweiseitiger Test

Eingabe von o (Standard ist 0.05):
Fmgaber der Power (Standard ist 0.80):

Dhe Fallzahl finr jede Gruppe 1st: sl

http://campus.uni-muenster.de/fileadmin/einrichtung/imib/lehre/skripte/biomathe/bio/fallb.html



Sample size estimation

Some remarks for sample size estimation / power calculation:

B Sample size estimation is not exact, it is not more than an educated guess !
Why? You have to provide the difference you want to test & the standard
deviation - Based on experience, former studies, gut feeling etc...

. POSt-hOC power: ERetruspective Power |Z||E|[‘>__<|

Options Help

Power analysis is useless, if the analysis
has already been performed!

Was the test "significant’'?

" Mo + eg:

Power is a probability. Retrospectively, the
outcome of the test is known = the i
retrospective power is 1, if the test was
significant, and O otherwise.

Qptions  Help

Was the test “significant’?

&+ Mo " Yea

Eetrospective power = 0

T T T
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