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Questions involving medical therapies are often studied more than
once. For example, numerous clinical trials have been conducted
comparing opioids with placebos or nonopioid analgesics in the treat-
ment of chronic pain. In the December 18, 2018, issue of JAMA, Busse
et al1 evaluated the evidence on opioid efficacy from 96 random-
ized clinical trials and, as part of that work, used random-effects
meta-analysis to synthesize results from 42 randomized clinical trials
on the difference in pain reduction among patients taking opioids
vs placebo using a 10-cm visual analog scale (Figure 2 in Busse et al).1

Meta-analysis is the process of quantitatively combining study re-
sults into a single summary estimate and is a foundational tool for
evidence-based medicine. Random-effects meta-analysis is the most
common approach.

Why Is Random-Effects Meta-analysis Used?
Each study evaluating the effect of a treatment provides its own an-
swer in terms of an observed or estimated effect size. Opioids re-
duced pain by 0.54 cm more than placebo on a visual analog scale
in 1 study2; this was the observed effect size and represents the best
estimate from that study of the true opioid effect. The true effect is
the underlying benefit of opioid treatment if it could be measured
perfectly, and is a single value that cannot directly be known.

If a particular study was replicated with new patients in the same
setting multiple times, the observed treatment effects would vary
by chance even though the true effects would be the same in each.
The belief that the true effect was the same in each study is called
the fixed-effect assumption, whereby the fixed effect is the com-
mon, unknown true effect underlying each replication. A meta-
analysis making the fixed-effect assumption is called a fixed-effect
meta-analysis. The corresponding fixed-effect estimate of the treat-
ment effect is a weighted average of the individual study estimates
and is always more precise (ie, it has a narrower confidence interval
[CI] than that of any individual study, making the estimate appear
closer to the true value than any individual study).

However, medical studies addressing the same question are typi-
cally not exact replications and they can use different types of medi-
cation or interventions for different amounts of time, at different in-
tensities, within different populations, and have differently measured
outcomes.3 Differences in study characteristics reduce the confi-
dence that each study is actually estimating the same true effect.
The alternative assumption is that the true effects being estimated
are different from each other or heterogeneous. In statistical jar-
gon, this is called the random-effects assumption. The plural in ef-
fects implies there is more than 1 true effect and random implies that
the reasons the true effects differ are unknown.

A random-effects assumption is less restrictive than a fixed-
effect assumption and reflects the variation or heterogeneity in the
true effects estimated by each trial. This usually results in a more re-
alistic estimate of the uncertainty in the overall treatment effect with

larger CIs than would be obtained if a fixed effect was assumed.
A random-effects model can also be used to provide differing, study-
specific estimates of the treatment effect in each trial, something
that cannot be done under the fixed-effect assumption.

Description of Random-Effects Meta-analysis
In a random-effects meta-analysis, the statistical model estimates
multiple parameters. First, the model estimates a separate treat-
ment effect for each trial, representing the estimate of the true ef-
fect for the trial. The assumption that the true effects can vary from
trial to trial is the foundation for a random-effects meta-analysis. Sec-
ond, the model estimates an overall treatment effect, representing
an average of the true effects over the group of studies included.
Third, the model estimates the variability or degree of heteroge-
neity in the true treatment effects across trials. Compared with a
fixed-effect estimate, the random-effects estimate for the overall
effect is more influenced by smaller studies and has a wider CI, re-
flecting not just the chance variation that is reflected in a fixed-
effect estimate, but also the variation among the true effects.4 In
the report by Busse et al,1 the random-effects average opioid ben-
efit was −0.69 cm (95% CI, −0.82 to −0.56 cm).

Whether the variability observed in the estimates of treat-
ment effect is consistent with chance variation alone is reflected in
statistical measures of heterogeneity, often expressed as an I2, the
percentage of total variation in the random-effects estimate due to
heterogeneity in the true underlying treatment effects. An I2 value
greater than 50% to 75% is considered large.5 Busse et al1 report
an I2 of 70.4%, reflecting the marked variation among studies, which
is also demonstrated by nonoverlapping CIs around some indi-
vidual treatment estimates.

A more natural heterogeneity measure is the standard devia-
tion of the true effects, often denoted as τ. A τ of 0.35 cm can be de-
rived from the data in Figure 2 in the article by Busse et al.1 Given the
overall random-effects estimate of −0.69 cm, this means that the true
effects in individual studies could vary over the range of −0.69 cm ±2
τ or −1.39 cm to 0.01 cm, namely a true benefit in some studies roughly
twice as large as the average and no benefit in some others. This re-
flects the display provided in the study by Busse et al1 in which 10 of
42 studies estimated a benefit larger than 1 cm, which was the mini-
mum clinically importance difference. Quantifying the variability in
treatment effects among studies helps readers decide whether com-
bining these results makes sense. Like the proverbial person said to
be at normal average temperature with 1 foot in ice and the other in
boiling water, the estimated average effect can be nonsensical if the
true individual study effects are too variable.

Why Did the Authors Use Random-Effects Meta-analysis?
Meta-analyses incorporate some uncertainties that mathemat-
ical summaries cannot reflect. A sensible approach is to use the
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statistical method least likely to overstate certainty almost regard-
less of perceptions or philosophy about true effects being fixed or
random, which is why random-effects models are a frequent choice
in meta-analyses.

The studies in the report by Busse et al1 demonstrate substan-
tial variability, being both qualitatively and quantitatively different.
Tominaga et al6 examined the effect of tapentadol extended-
release tablets in Japanese patients with either chronic osteoar-
thritic knee pain or lower back pain, whereas Simpson and
Wlodarczyk7 examined the effect of transdermal buprenorphine in
Australian patients with diabetic peripheral neuropathic pain. These
studies used different opioids to treat different sources of pain in cul-
turally different populations that may assess pain differently; in-
deed, the variability in observed effects between the 2 studies sug-
gests that the differences seen are probably beyond chance variation.

Taken together, these features provide substantial evidence that
these studies are not examining the same effect, consistent with the
random-effects assumption. Thus, a fixed effect is not plausible and
a random-effects meta-analysis is the appropriate method.

What Are Limitations of a Random-Effects Meta-analysis?
First, the random-effects model does not explain heterogeneity,
it merely incorporates it. The standard recommendation is that re-
searchers should attempt to reduce heterogeneity8,9 by using sub-
groups of studies or a meta-regression; however, such methods rep-
resent exploratory data-dependent exercises and their results must
be interpreted accordingly.

Second, there are many approaches to calculating the random-
effects estimates. Although most produce similar estimates, the
DerSimonian-Laird method is the most widely used and it pro-
duces CIs that are too narrow and P values that are too small when
there are few studies (<10-15) and sizable heterogeneity; accord-
ingly, this approach is not optimal in the setting of few studies and
high heterogeneity and often may be contraindicated.10

Third, small studies more strongly influence estimates from
random-effects than from fixed-effect models; in fact, the larger the
heterogeneity, the larger their relative influence. If smaller studies are
judged as more likely to be biased, this can be a substantial concern.

What Are the Caveats to Consider When Assessing
the Results of a Random-Effects Meta-analysis?
The overall summary effect of a random-effects meta-analysis is rep-
resentative of the study-specific true effects without the estimate
representing a true effect (ie, there may be no population of patients
or interventions for which this summary value is true). This is why a
random-effects meta-analysis should be interpreted with consider-
ation of the qualitative and quantitative heterogeneity, particularly
the range of effects calculated using ±2 × τ. If the range is too broad,
or if I2 exceeds 50% to 75%, the meta-analytic estimate might be too
unrepresentative of the underlying effects, potentially obscuring im-
portant differences. Busse et al1 assessed qualitative heterogeneity
partly through their assessment of directness and judged it to be mini-
mal, although that may not capture every dimension of importance.

Other caveats apply to all meta-analyses and include whether
the analyses include all relevant studies, whether the studies are rep-
resentative of the population of interest, whether study exclusions
are justified, and whether study quality was adequately assessed.
Sometimes heterogeneity reflects a mixture of diverse biases, with
few of the studies properly estimating even their own true effects.
Busse et al1 addressed this by using a risk-of-bias assessment.

How Should the Results of a Random-Effects Meta-analysis
Be Interpreted in This Particular Study?
Three of 8 meta-analyses reported in Busse et al1 (using 7 different
outcome measures) have an I2 of 50% or greater, and the meta-
analysis we have been discussing that used the outcome of pain has
an I2 of 70.4%, reflecting conflict or a high degree of variability among
studies. The meta-analysis by Busse et al1 provided strong evi-
dence against opioids increasing pain and suggested that opioids are
generally likely to reduce chronic noncancer pain by a modest 0.69
cm more than placebo (less than the 1 cm minimum clinically impor-
tant difference). However, in view of the amount of heterogeneity,
it is possible that in some settings and patients, the benefit of opi-
oids could be lesser or greater than this random-effects estimate.
As such, physicians should consider this summary result with cau-
tion, and in conjunction with the effect from the subset of studies
most relevant to the patients they need to treat.
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