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The principles of statistical testing:

Formulating Hypothesis & Teststatistics & p-values

The most common statistical tests:
Testing measures of location

&

Testing frequencies




Formulating Hypothesis & Statistical Tests

Steps in conducting a statistical test:

m Quantify the scientific problem from a clinical / biological perspective

m Formulate the problem as a statistical testing problem:
Nullhypothesis versus alternative hypothesis

m Formulate the model assumptions (distribution of the variable of interest)

m Define the ,error” you are willing to tolerate

m Calculate the appropriate test statistic

m Decide for the Nullhypothesis or against it

Formulating Hypothesis & Statistical Tests

Hypothesis Formulation:

® Nullhypothesis HO: The conservative hypothesis you want to reject
m Alternative Hypothesis H1: The hypothesis you want to proof
m Examples:

Scientific hypothesis: Scientific hypothesis:

A new therapy is assumed to better Women and men achieve equally good
prevent myocardial infarctions in risk scores in the EMS-AT test

patients than the old therapy.

Statistical hypothesis: Statistical hypothesis:

HO: nnewz Told HO: Hmen™MHwomen

H1: Thew = Told H1: umen;é“women

Thew - the proportion of patients
experiencing a Ml during the study
receiving the new therapy

Toq - the proportion of patients
experiencing a Ml during the study
receiving the old therapy

One-sided test Two-sided test

Wmen - Mean scores for men
Wwomen - Mean scores for women




Formulating Hypothesis & Statistical Tests

Possible decisions in statistical tests:

Decide for

Ho

H,

Reality | H,

Correct decision

Wrong decision:
Type | error (a)

H,

Wrong decision:
Type Il error (B)

Correct decision:
Power (1-B)

m Type |l and Type Il error cannot be minimized simultaneously

m Statistical tests are constructed in that way, that the probability of a Type |
error is not bigger than the significance level o (typically set to 0.01 or 0.05)

Example:

m Test the new Mi-therapy on patients to a significance level of 5%.

m In reality, H,is true and there is no difference between therapies.

m If the study is repeated 100 times on 100 different samples, the statistical
test rejects the Nullhypothesis in maximum 5 of the100 tests.

The most common statistical tests

Quantitative Outcome variable

Qualitative Outcome variable

Normal Any other Expected Expected
distribution | distribution frequency in frequency in
each cell of the | each cell of the
crosstable ,high® | crosstable ,low®
Compare | t-test Wilcoxon-test / Chi-Square Fishers exact
2 groups Mann-Whitney U- test
Test
Compare  Analysis of | Kruskal-Wallis- Chi-Square Fishers exact
>2 groups Variance Test test
(ANOVA)

\

!

Testing measures of location:

Does the mean/median differ

between groups

Testing frequencies in a

crosstable:

Are the rows and columns
independent from each other?




Testing measures of location

The One-sample t-test (the “standard test” for mean comparisons):

m Situation: Compare the sample mean (ug,mpe) With a specified mean (u,)
m  Hypothesis: Hy! ptgample™ Mo VErsUS Hy tgampe # Ko
m  Assumption under the Nullhypothesis: normal distribution (mean p, and known o)

Testing measures of location

The One-sample t-test (the “standard test” for mean comparisons):

m Situation: Compare the sample mean (ug,mpe) With a specified mean (u,)
m  Hypothesis: Hy: tgampie™= Ho VErsus Hy: pgampe # Ho
m  Assumption under the Nullhypothesis: normal distribution (mean p, and known o)

Distribution under 1o=0, o =1 |
the Nullhypothesis o “Compress”
(1o=2, 0 =4): | using a

o . scaling factor
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Testing measures of location

The One-sample t-test (the “standard test” for mean comparisons):

m Situation: Compare the sample mean (ug,mpe) With a specified mean (u,)
m  Hypothesis: Hy! ptgample™ Mo VErsUS Hy tgampe # Ko
m  Assumption under the Nullhypothesis: normal distribution (mean p, and variance o)

Distribution under 1=0, o =1

the Nullhypothesis o “Compress”
(1o=2, 0 =4): | using a

o . scaling factor
- _/\ o |
10 5 0 1‘ 5 10 . _1|0 :5 l fln 1|0
Ho Shiftto 0 Shift to 0: -y,
X

Teststatistic: T =
—

Scaling factor

Testing measures of location

B If a T-Statistic is very extreme (lower or higher than the critical value) - it is
very likely that it does not belong to the distribution under the nullhypothesis

- reject H,

Acceptance
region

Area = 1-a

critical critical

value value
\ J\ J\ J
| | |
T within rejection region T within acceptance region T within rejection region

- Reject H, - Accept H, - Reject H,




Testing measures of location

Example:
A one sample t-Test comparing the sample mean to 0O:
Ho! Hsampie= 0: Hi? Hsampie? O results in a test statistic T=2.6

~0.005 ~0.005

-2.6 critical critical 2.6
value value

P-value (one-sided test)= 0.005 (= Area under the curve)
P-value (two-sided test)= 0.005 + 0.005 = 0.01 (= Area under the curve)

Formulating Hypothesis & Statistical Tests

The P-value p is a measure of certainty against the nullhypothesis.

Example:
A one sample t-Test comparing the sample mean to 0: Hy: psampie= 0. Hq: Hgampie® 0

results in a test statistic T=2.6, which corresponds to a p-value of 0.01.

A popular interpretation, but wrong:

»1he probability, that the sample mean is different from 0 is 1%"
The sample mean does not have a probability. It is O or not !

Correct interpretation:

,A different random sample is drawn 100 times from the population of interest. The
population mean is 0 (=Nullhypothesis). Maximum 1 of the 100 experiments results in a
teststatistic (just by chance), which is = |2.6|*




Formulating Hypothesis & Statistical Tests

—->The smaller the p-value, the more certainty is given that the result is not only
due to chance

- P value 0.01: only in 1 of 100 experiments you get such a result just by chance

- P value 0.001: only in 1 of 1000 experiments you get such a result just by chance
- really seldom

If p <a, reject H,

- In most cases, a p-value < 0.05 (or <5%) is said to be statistically significant !

-> You can also base your decision on the Confidence Interval!

Testing measures of location

The One-sample t-test in SPSS (We use dataset “Alldata_Tag2.sav”):

Analyze Direct Marketing Graphs Ulilities Add-ons  Window Help

=y
- iZ
Descriptive Statistics 3 2| é & One-Sample T Test
abel Values !
Tables ' l " " Test Variable(s): m
Compare Means 3 E Means.. e& D - f waist
General Linear Model » 8 One-Sample T Test &b sex Bootstrap...
_ _ -5 @ age
E?nzr:“;:dl Liesrinass : Independent-Samples T Test.. g) age_group
ixed Models )
B B Paired-Samples T Test... &> smoking
Correlate 3 e e & alccon
ne-\Way . )
Regression » - _ §h9|ght
weight
AP wHR - TestValue:
[ ok || Paste |[ Reset || cancel |[ Help

One-Sample Statistics

Std. Error
N Mean Std. Deviation Mean
waist 1453 90,945 12,0929 ,3172 p_value
One-Sample Test
TestValue =90
95% Confidence Interval of the
Mean Difference
: H t df Sig. (2-tailed) Difference Lower Upper
T-Statistics waist|| 2979|1452 | | 003 948 32 157




Testing measures of location

The two-sample t-test for unpaired samples:

m Situation: Compare the means (p,, u,) of two unpaired samples

m Assumption: normal distribution of both samples, ¢ (= 0, =0,) is not known
Here: Equal 6 assumed, but there are methods (Welch t-test) for unequal o

Hypothesis:

X, — X,

1 1
g
(n, — 1)S2+ (n, — 1)S2
n, +n, —2

m Teststatistic: T =

with the pooled variance $2 =

m If T “too extreme > reject H,

m Ifp<a - reject H,

Testing measures of location

Example: A biotech company claims that their new biomarker XY can distinguish
diseased from non-diseased; A pilot study on 10 diseased and 10 healthy persons
gives the following results:

8.70 3.36 T =0.556
11.28 18.35 P-value = 0.29
13.24 519 - XY does not differ between
diseased and non-diseased
8.37 8.35
12.16 13.1
11.04 15.65
10.47 4.29
11.16 11.36
4.28 9.09
19.54 (missing)
X 11.024 9.86

S? 15.227 27.038




Testing measures of location

m How to do unpaired T-Test in SPSS:

Snalyze  Graphs  Lbiities  Add-ons  Window  Help ifs Independent-Samples T Test %]
Reports + H = = é"
Test Variahle(s):
_— ki @ = Cptions...
Descriptive Statistics 3 |$ o |4. & wwaict
Tables 3 Label || “alues || I & age
Compare Means 2 D Means... % age_group
General Linear Model » I one-Sampe T Test ? smoking
ne-Sarmple T Test.. alccan
Generalized Linear Models  » & ]
' Independent-Samples T Test... height
Mized Modelz 4 - & weight
= ) = Grouping ¥ ariskle:
Carrelate > E Paired-Samples T Test.. & WHR |— |
= sex(1 2)
Regression [ E One-Yiay SNOW S, & tatperc
& HoL -~ Define Groups...
[ Ok ] [ Pazte ” Reset ] [Cancel ] [ Help ]
Test bei unabhangigen Stichproben
Levene-Test der
Yarlanzaleichheit T-Testfir die Mittelweraleichheit
95% Konfidenzintereall der
Differenz
» i
Mittlere Standardfehle
F Signifikanz T df Sig. (2-seitig) Differenz t der Differenz Untere Obere
waist  Varianzen sind gleich 23266 oon -23787 1451 oon -12.8064 5384 -13.8625 -11.75803
Warianzen sind nicht -23.811 | 1420653 .ooa -12.8064 Rxrs-] -13.86148 -11.7514
gleich

P-value < 0.05

- Waist does differ significantly between men and women

Testing measures of location

The two-sample t-test for paired samples:

B Situation: Compare the means of two paired samples, e.g. compare the means
of variables in the same patients before a treatment and after the treatment

B Assumption: normal distribution of both samples, ¢ (= 6,=0,) is not known
o HypOtheSiS: HO: Hoefore™ Hafter VEISUS H1: Hbefore;éuafter

Calculate d = Xy o.0-Xaser fOr €ach patient

- new Hypothesis: H,: The mean of the difference is 0: py=0

versus H;: The mean of the difference is # 0: uy# 0




Testing measures of location

Example: A doctor claims, that he has invented the perfect weight loss method; A
pilot study on 10 obese individuals gives the following results:

ID Paired t-test:
1 108 90 18 T=2.368
2 o7 o7 0 p=0.042
3 88 91 -3 - H, can be rejected
4 120 " ¢ Since you want to prove, that
5 98 94 4 kg(before)>kg(after):
6 95 il 4 ->one-sided test more appropriate (more power)
7 87 82 5
>p =0.021
8 85 77 8
9 99 103 4
10 IS 127 4 If you would have done a ,normal®
X 1011 963 48

S? 242767 209122  41.07 unpaired t-test:

28641 p=0.484 >H, can not be rejected !

Testing measures of location

Analysis of Variance (ANOVA)

B Situation: Compare the means of k samples (k>2)

B Assumption: normal distribution of the population, 6 =6,=0, =...= 5,
B Hypothesis: Hy: ny=p, =... = wversus Hy: i # (i 7 j): At least two of
the means differ

Group 1 Group 2 Group 3

o e

L 1 all observations x;

Variability
within the group
v = means within the groups
Difference Nariability\I/

between the groups - . .
X =isthe overall mean of the variable
10




Testing measures of location

2
e Sbetwee'n
Y
Swithin
m Test decision for a two sided test: If F “too extreme”: Reject H,

m Test statistic:

m If H, is rejected, you can tell, that there are at least two groups, which differ
from each other significantly. You can‘t tell, which groups differ!

- perform pairwise t-tests after overall F-Test

Example:

There are 3 different medications (Med1, Med2, Med3), which are intended
to increase the HDL-cholesterol levels in patients

1. perform ANOVA as an overall test, if there is a difference between the
groups

2. If the F-Test was significant, you know, that there is a difference
3. Test Med1 against Med2, Med1 against Med3, Med2 against Med3

—> If there are more than 3 groups this can not be done that way (e.g. ANOVA,
Tukey test)

Testing measures of location

m How to do an ANOVA in SPSS:

Analyze  Graphs  Uliliies  Add-onz  Window  Help

W, One-Way ANOVA

Reports 2

B A '
i
par .
Descriptive Statistics » _NE: = Y _ D:i;f"e”dem List:
[0} weaist

Tables 4 Lahel || Yalues ” il & sox

Compare Means 3 [ Means... & age Options...

General Linear Made! ' E Ome-Satiple T Test... &) smoking

seneralized Linear hodels ] - f alccon

Mixed Madels » Inclependent-Samples T Test... & height

Correlate 3 E Paired-Samples T Test... § weeight Foct

- i WVWHR . Factor:

Regression 2 | E One-iay AROWA & totere = a |_9_) B G |

[ O ” Paste ” Reset ”Cancel” Help ]
ONEWAY ANOWVA
waist
Quadratsurm Mittel cer
me df Cyadrate F Signifikanz P I

Fwiischen den Gruppen 13726174 3 4575392 33380 Qoo -Va ue
Innerhalb der Gruppen 198611.920 1449 137.068
Gesamt 212338.095 1452

We only know, that there is a difference between the groups, but not
between which groups

- post-hoc tests

11




Testing measures of location

m ANOVA and Post-hoc tests:
Tukey: all pairwise comparisons

Dunnett: All groups are compared to one reference group
(“Gold standard”)

DependentVariable: waist

Tukey HSD
_Mean 95% Confidence Interval
Difference (-

(I age group  (Jyage group J) Std. Error Sig. LowerBound | Upper Bound

30-40 41-50 -5,51 1" 1,149 000 -8,47 -2,56
51-60 —8,(]5?x 1,087 000 -10,85 -5,26
61-70 —10,931x 1,163 000 -13,92 -7,94

41-50 30-40 5511 1,149 000 2,56 8,47
51-60 2,546 774 006 -4.54 -56
61-70 -5,420° 876 000 -7.67 A

51-60 30-40 8,057 1,087 000 5,26 10,85
41-50 2,546x 774 006 56 4,54
61-70 -2,8?3x 784 002 -4.92 -,83

61-70 30-40 10,931x 1,163 000 7,94 13,82
41-50 5,420x 876 000 anT 7,67
51-60 2,8?3,! 794 002 83 4,92

* The mean difference is significant at the 0.05 level.

—> All groups differ from each other!

Testing measures of location

All tests so far assumed a normally distributed variable > parametric tests:

Should be preferred over nonparametric test, if appropriate, since they have
the higher power
If not sure about normal distribution:

Kolmogorov-Smirnov test to test normality assumption

If the assumption does not hold = nonparametric tests:

- Application often for data that are rather ranks instead of numeric

- Robust against outliers and skewed distributions

T-Test * Wilcoxon-Test
» Wilcoxon rank-sum test
* Mann-Whitney U-Test

ANOVA Kruskal-Wallis-Test

12




Testing measures of location

Two sample test on equality of distributions: Wilcoxon / Mann-Whitney U-Test

B Situation: Compare location measures of two unpaired samples X and Y, if the
assumption of a t-test does not hold

B Assumption: the form of the continuous distributions of the variables X and Y is
the same - test on equality of distributions = test on equality of the medians

B Hypothesis: Hy: Xineq™ Yimea VErsUS Hy: Xied # Ymed

B Testis based on the ranks

Example for building ranks:

Observations  Rank

of Var x rank(x)
11 1

15 2

17 35

17 35

22 4

Testing measures of location

New dialogboxes for
nonparametric tests

Old dialogboxes for

Nonparametric Tests 3 A One Sample... non parametrlc teStS

FUEEEIT b M\ Independent Samples. ..

Sunival ' A Related Samples... l

Multiple Response » Legacy Dialogs N M oneasare. i ;

EZ Missing Value Analysis... - B cri-sq K0|m090I’OV SmImOV
Mulfple Imputation - [ gmormiat.. test to test normality
Complex Samples | LI Runs... assumption

B simulation... : Il 1-sample k-5, €
Quality Control p | [#8] 2 Independent Samples... <€ Mann'Whitney'U-TeSt

ROC Curve... ‘ [ K Independent Samples...\

Spatial and Temporal Modeling...  * ’ g i'::lli:: Z::F:lzss:-.-. Kruskal-Wallis-Test

Tx

13




Testing measures of location

First step: Checking the normality assumption with Kolmogorov-Smirnov Test
and histograms

Mean = 162,89 One-Sample Kolmogorov-Smirnov Test
500,0 :‘S"\D:;}=144'423
’ TG
M 1457
400,0- | MNormal Parameters™” Mean 182,89
Std. Deviation 144,423
> Most Extremne Differences  Absolute 165
‘,:, 300,01 .
3 Positive 1582
H
w Megative -, 165
2000 Test Statistic 165
Asymp. Sig. (2-tailed) ( Jooo® >
o] a. Test distribution is Mormal. —d
' b. Calculated from data.
[ c. Lilliefors Significance Correction.
oo T T T T T T
o 500 1000 1500 2000 2500 . —
16 Here: Test significant

- normality assumption
is not fulfilled

- Perform
nonparametric tests

Testing measures of location

®m Mann-Whitney-U-Test

I ﬂ'ﬁ Twe-Independent-Samples Tests & Test Statistics®
Test Variable List: TG
& 1D = & TG -
@ Mann-Whitney U 168556,000
& age .
&) age_aroup Wilcoxon W 4358036,000
&5 smoking z -12,053
il | ¢ alccon Asymp. Sig. (2-tailed) 000
& height Grouping Variable: a. Groupi ; .
= . ping Variahle: sex
& weight [sext12) |
| | & wHR | |
4 wiR g
Test Type H 1 H H
* The distribution of TG differs
[+ Mann-Whitney U [ Kolmogorov-Smirnov Z . e
[] Moses extreme reactions [ Wald-Wolfowitz runs SlgnIfICa ntly between men and
| oK I Paste || Reset || Cancel HeiE Women

14




Testing measures of location

m Kruskal-Wallis-Test

’ﬂ'ﬁ Tests for Several Independent Samples = | Test Sta.tisticsa’h
Test Wariable List: E TG
& D = & 16 = Chi-Square 65077
& sex I Options... o 2
! ﬁ:f:oking -« Asymp. Sig. 000
& alccon a. Kruskal Wath
& neignt Crouning Variable: Test
& weight Grouping Variable: b. Grouping
& WHR [age_group(1 4) | Variahle:
) age_group
Test Type
¥ Kruska-Walis H - [] edian The distribution of TG differs
[ Jonckheere-Terpstra . . g
significantly between agegroups
[ ok ][ paste |[ Reset |[cancel|[ Help |

Testing frequencies

B Situation: Compare the frequencies between two groups

Or: Test, if two categorical variables X (i=1,...k) and All situations you
_ can group into
Y
1 m Row sum
1 hys him | Dy
X 2 hy h?m h,
k Riq cee he [y
Column sum h, h, n

B A possible scenario: Compare the number of smokers, ex-smokers and never-
smokers (e.g. Y) between men and women (e.g. X)

15




Testing frequencies

Two sample test on frequencies: ¥2-test of independence:

B Hypothesis: Hy: X and Y are independent from each other
H,: X and Y depend on each other
B Assumption:
-> none of the cells should have a very rare expectancy
(number of expected counts in each cell = 1 and for at least 80% of the cells: = 5)
- if assumption is not fulfilled - use Fishers exact test (also given out by SPSS)

B Ideato construct the teststatistic:

Compare the observed numbers in each cell with the expected numbers (under the

assumption that the two factors are independent)

Testing frequencies

Table of observed numbers

Y
T .. m z h, ...h, ,h,..h arethe
1 hy) ... hyn| Dy margin probabilities
S 2 (hyy) ... hyy|hy
k hk1 . hkm hk
z h, h, n
Smoking Current Ex- Never Row Total _
status (Y)  Smoker Smoker Smoker X= Gender
Gender (X) Y= Smoklng
Men 310 268 722
Women @ 143 475 735

Column Total 261 453 743 1457

16




Testing frequencies

Table of expected numbers:

X= Gender Y
Y= Smoking 1 m )y
1 |hshyn ... hih/n @
x 2 |hhyn .. hyh./n h,
k [hehin . hoh./n h,
> @ O
Smoking  Curtent  Ex- Never  Row Tota Expected number in each cell:
status moker moker moker
Men 722

Wormen 735 Expected number in the upper left cell:

Column Total 261 453 743 @ @ '@ @ =1 29336

Testing frequencies

Observed: Expected:
Y Y
1 )
1 @ h,
. 2 hy, ... » h,
k hi, ./. he
S hl / h, n 5 .

ij
2
» (05— Ey)
Teststatistic: X~ =
m— Ei'
i,j J

Test decision: If XZ ,{00 extreme* (or p < a) 2 Reject H,

17




Testing frequencies

Example:
Observed: Expected:
Smoking Current  Ex- Never Row Total Smoking Current Ex- Never Row Total
status Smoker Smoker  Smoker status Smoker Smoker  Smoker
Gender Gender
Men 144 310 268 722 Men 129.336 224.479 368.185 722
Women 117 143 475 735 Women 131.664 228.521 374.815 735
Column Total 261 453 743 1457 Column Total 261 453 743 1457

xz = 121.9218 >> critical value > test is significant (p = 3.3e-27)

- the Null-Hypothesis, that gender and smoking status are independent can be rejected

Testing frequencies

i3 Kreuztabellen
Zejlefn): [ Worrelstionen

) &b sex Mol vl

it rHarmin rdin
& age Statistiken... = =
& slceon [T] Kortingenzkoetfizient [] Gamma
f height Spaften: [l Phi und Cramer-% = Somers-d
& weight . &b smoking [T Lambda [ Kendall-Tau-b
& R S [T] Unsicherheitskoeffizient | | [ Kendall-Tau-c
f weaist
& tatperc Schicht 1 von 1 ———————————————— rMomingl bezigich Interval — - [7] Kappa
& HoL "
& TG Zuriick eiter Cles [C] Risiko
& LoL = Mchlemar
& [7] Cochran- und Martel-Haenszel-Statistix
ol age_oroup Gemeinsames Quoten-verhatnis: |

| Wiiter I Ahbrechen Hilfe

|:| Gruppierte Balkendiagramme anzeigen

[7] Keine Tabellen

| OK I Einmgen Zuriicksetzen Abbrechen Hilfe:

Chi-Quadrat-Tests

hmmerz | P-value

Wert df {2-geitiy)
Chi-Quadrat nach 1219228 2 .0ao : :
Fearson Assumption for Chi-
Likelihood-Quotient 124164 2 Ritli] : .
Zu_tsie_lmmenhang linear- G2.436 1 .ooo Square teSt 1S fUIﬂ”ed
mit-linear H ; .
Anzahl der glitigen Falle 1457 If It 1S nOt fUIﬂ”ed

a. 0 Zellen (.0%) haben eine erwartete Haufigkeit Kleiner 5. Die Fishers exact test !

minimale erwartete Haufigkeit ist 129.34.
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Testing frequencies

H Crosstabs: Statistics =
Fishers exact @ %
ﬁ'ﬁ Exact Tests
teSt [¥ Chi-square [C] Correlations —
rNominal——————————— Crdinal @ﬁsymptotic By
© Monte Carlo
[] Contingency coefficient [[] Gamma _C - el
onfidence level: 99 %
[T] Phi and Cramers V [] Somers' d -
[7] Lambda [7] Kendall's tau-b MNumber of samples: 10000
[C] Uncertainty coefficient [[] Kendall's tau-c © Exact
Time limit per test: minutes
rMNominal by Interval 7] Kappa
2 — Exact method will be used instead of Monte Carlo
[ Eta [ Risk when computational limits allow.
[T] McNemar

For nonasymptotic methods, cell counts are always
rounded or truncated in computing the test statistics.

|Conﬁnue| Cancel HE-I.B

[] cochran's and Mantel-Haenszel statistics

quals: |4 I

Chi-Square Tests

Asymp. Sig. Exact Sig. (2- Exact Sig. (1- FPuoint
Walue df (2-sided) sided) sided) Prabahility
Pearson Chi-Square 1219229 2 000 000
ikali i 124 164 2 000 000
IFisher's Exact Test 123,930 ,UUUI
k;”:fc'i';t‘i';;'"ear 52,436° 1 000 000 000 000
Mof¥alid Cases 1457

a. 0 cells (0,0%) have expected count less than 5. The minimum expected countis 129,34,
b. The standardized statistic is-7,902.

Risk estimates
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Odds Ratio

B Often, you want to assess risk:

That is, risk to get a disease, if a risk factor is present

relative to persons not having this risk factor

Risk factor | Disease Status
(e.g. smoking, obesity etc...) yes no

present a b

not present | c d

B Risk estimates:
RR — a/(a+b)
» Relative Risk: ~ ¢/(c+d)
But: can only be estimated in prospective studies!
a/b  a-d
> Odds Ratio: Oft = c/d ¢ b
Approximates the RR and can be estimated in any kind of studies

P Hazard Ratio HR: Can be estimated in “survival studies”, where the time
to event (e.g. death or a non-fatal event as Ml/stroke) is known

Odds Ratio

Interpretation of Odds Ratio:

OR =1 The risk factor is not associated with the disease

OR>1 Positive association of risk factor with the disease
(Persons with the risk factor have a higher probability for the

disease as persons without)

OR <1 Negative association of “risk” factor with the disease
(Persons with the “risk” factor have a lower probability for the

disease as persons without) - factor is protective

20




Odds Ratio

Calculation of Odds Ratio

in SPSS using Crosstabs: TG <200 vs. @ Crosstabs: Statitis | = |
TG 2200
g Crosstabs / [ ® | [+ Chi-square [T] Correlations
. rMominal Ordinal
R : _
— Exact...
g age - !&) TGhigh > - [] Contingency coefficient [] Gamma
& age_group [T] Phi and Cramer's V [] Somers' d
&5 smoking [[] Lambda [] Kendall's tau-b
§ alccon Qg)“mb”(si:" ["] Uncertainty coefficient [] Kendall's tau-c
height obes
g weight Bootstrap... ~Mominal by Interval [[] Kappa
WHR :
& waist Layer 1 of 1 L= =
o tatperc Previous Mext - teemar
& HDL — - [T] Cochran’s and Mantel-Haenszel statistics
§ ISL Testcommon odds ratio equals: |4
-
&£ 1C :
& e = (ContinueJ | Gancel [ Help |
. Display layer variables in table layers : )
["] Display clustered bar charts Risk Estimate CI fOF OR
[C] Suppress tables OR 95% Confidence Interval
[ Ok ” Paste ” Reset ]MM Value Lower Upper
Odds Ratio for TGhigh ‘ 21 U§> | 1,634 2723 I
(normal TG [ high TG)
H H For cohort obesity = not 1,203 1,121 1,290
- Obese persons have a higher risk e
having Triglyceride values above 200 L 570 473 /e
M of Valid Cases 1455

The multiple testing problem
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The multiple testing problem

The situation:

Consider a dataset with 100 independent parameters, which do not play a role in the
etiology of the disease of interest (what you don‘t know, of course)

- 100 statistical tests are performed with a significance level of 0=0.05

- The tests are constructed in that way, that maximum 5 of 100 tests reject the
Nullhypothesis, although it is true

— > ®H =

— You expect 5 tests to be significant just by chance

The multiple testing problem

B The probability to get at least one Type | error increases with increasing
number of tests.

B Family-wise error rate (the error rate for the complete family of tests
performed): a*=1-(1-a)¥, with o being the comparison-wise error rate

k o* (=0.05)

5 0.226 | to getone or more
false discoveries

MOR0A | (Type 1 error)

100 0.994

- The significance level has to be modified for multiple testing situations
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The multiple testing problem

The Bonferroni correction method:

B Control the comparison-wise error rate: Reject Hy, if p < a

B Control the family-wise error rate (including k tests): Reject H,, if p < a/k
- Advantage: simple

B Problem: Bonferroni-correction increases the probability of a type Il error

-> the power of detecting a true association is reduced - Disadvantage:

k a/k (¢=0.05) too conservative
5 0.05/5 =0.01

100 0.05/100 = 0.0005

B Other correction methods: the post-hoc tests that can be performed after an

ANOVA (e.g. Tukey, Dunnett) are already corrected for multiple testing

The multiple testing problem

How to report p-values / results of significance tests in papers:

B [f you are only interested in test decisions (significant or not) to a pre-specified a-
level - report only the decision

B [f you are interested in the ,certainty” of your test decision - report all p-values
(can be interpreted as strength of evidence against the Nullhypothesis)
B [n the case of multiple testing: report all raw p-values + a reasonable correction

How it should be (1):

Statistical test P-vatue Statistical test P-value

*still significant even after Bonferroni
correction for multiple testing
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Sample size estimation

Sample size estimation

Question: How many individuals do you have to include in your study to get a
reliable result ?

Decide for
—2> We want to maximize the probability Ho H,
o ) ) Reality | H, | Correct Wrong:
for rejecting H,, if H, is true Type | error (a)
H, | Wrong: Correct: Power
Type Il error (B)

= while keeping the Type | error o fixed

1. Power (typically set to 80% or 90%)
What do you have to know |5 Type | error o (typically set to o = 0.05)

to calculate the sample size | 3. The difference you want to find (for t-tests:

needed? the mean difference between groups)

4. standard deviation / measure of variance
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Sample size estimation

Example

B Hypothesis: Hy: ua= g versus Hy: pa # pg = two-sided t-test

B You consider a difference of 10 as relevant

B From former studies, you know, that the standard deviation is ~ 15 mmHG
B So far, you have recruited 20 patients in each treatment arm

- What is your power?

http://campus.uni-muenster.de/fileadmin/einrichtung/imib/lehre/skripte/biomathe/bio/fallz.html

Sample size estimation

Fallzahlschiitzung fiir unverbundene Stichproben und stetige Zielgrofien

[ Ende || Neustart || Hilfe! |

« (O Fallzahlberechnung fiir vorgegebene Poswer
s (@ Powerberechmmg fiir vorgegebene Fallzahl
» (O Entdeckbare Differens fiir vorgegebene Fallzahl und Power

Eingabe von py: |:|}:ingabe von piy: |:|
Eingabe von o: Differenz Delta:

+ O Einseitiger Test
o & Zweiseitiger Test

Eingabe von o (Standard ist 0.05):
Eingaber der Power (Standard ist 0.80):
Die Fallzahl fiir jede Gruppe ist:

Berechne

How to increase the power:
1. Increase the sample size n

2. Increase the difference you want to show
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Sample size estimation

How many patients do you need to reach a power of 80%?

Fallzahlschitzung fiir unverbundene Stichproben und stetige Zielgrilien

[ Ende ][ Meustart |[ Hitel |

o @ Fallzahlberechnung fiir vorgegebene Power
o O Powerberechnung fiir vorgegebene Fallzahl
o OEntdeckbare Differenz fir vorgegebene Fallzahl und Power

Fingabe von puy: I:I Fingabe von pa: |:|
FEmgabe vono: Differenz Delta:

o O Eingeitiger Test
& @ Zweiseitiger Test

Eingabe von o (Standard ist 0.05):
Figaber der Power (Standard ist 0.80):

Die Fallzahl fir jede Gruppe ist:

Berechne

Sample size estimation

Comparing proportions:

Example: Test differences in the proportions of Myocardial Infarctions between
treatment A and B; Hypothesis: H,: n, = ng versus H,: n, # ny > y2-test

Fallzahlschitzung fiir den Vergleich von Hiufigkeiten zweier unverbundener Stichproben

[ Ende ][ Meustart |[ Hiliel |

o @ Fallzahlberechnung fiir vorgegebene Power
o OPowerberechnung fiir vorgegebene Fallzahl
e O Berechrung won pz fiir vergegebens Fallzahl und Power

Fingabe von p1:
Eigabe von p2:

o O cinseitiger Teat
s ® mweiseitizer Test

Eingabe von o (Standard ist 0.05):
Eingaber der Power (Standard ist 0.80):

Die Fallzahl fiir jede Gruppe ist: AE6

‘Berechnei

http://campus.uni-muenster.de/fileadmin/einrichtung/imib/lehre/skripte/biomathe/bio/fallb.html
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Sample size estimation

Some remarks for sample size estimation / power calculation:

B Sample size estimation is not exact, it is not more than an educated guess !
Why? You have to provide the difference you want to test & the standard
deviation > Based on experience, former studies, gut feeling etc...

Retrospective Power, |Z|®

Retrospective Power |Z| |E|rg|

B Post-hoc power:

Options  Help Options  Help
Power anaIyS|S |S Use|eSS |f the Was the test “'significant™? ‘Was the test "'significant’'?
sl e C Yes

analysis has already been performed! - e LI |

Reirospective power = 1 Reirospective power = 0

Power is a probability. Retrospectively,
the outcome of the test is known - the
retrospective power is 1, if the test was
significant, and 0 otherwise.

k u + u u t t
] 2 A 5 a 1} 2 A 1 A 1

m Freeware program for more sophisticated statistical models: G*Power 3

http://www.psycho.uni-duesseldorf.de/abteilungen/aap/gpower3/
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